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REVIEWER

N
e Texture-GS falls within the range of computer vision
techniques aimed at the reconstruction, editing, and real-time
Summary: rendering of scenes in different applications;

5= 1 m Mapping the 3D representation of the scene
| into 2D UV coordinates using Multilayer
Perceptron.

The texture mapping module incorporates
an MLP network and Taylor series to smooth
the texture map and its continuity;




REVIEWER

= Remembering, 3D-GS represents the scene as a set of N
3D Gaussians G = {G;(z)}Y

—1

Summary: 1

Gi(2) = exp (— 30— "S- ) )

The final color at pixel p is obtained from a cumulative volumetric
rendering of Gaussians, considering transparency alpha

71—1
Cp= ) cjay | (1 —aw)
JEN, k=1
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REVIEWER

Summary:

UV Mapping

No Value
__I_I ] ¢(x1) _F (p(xO) +.I|x Ao(xl XO)
Texture Space Testure Space P (x2) = (X)) + Jlxx, (X2 — Xo)



REVIEWER _ o _
e Texture-GS introduces an explicit and independent method to

disentangle the geometry and texture for 3D-GS in an efficient

manner
e The novel method inherits the strengths of 3D-GS (a NeRF
Strengths: based method) regarding the use of Gaussians in the scene

representation

e Experiments demonstrate the successfully processing for view
synthesis, texture swapping and editing with real-time
rendering on consumer-level devices

Table 1: Comparison of novel view synthesis results on the DTU dataset.

(a) Comparison with the SOTAs (b) Different number of 3D Gaussians
Method s #Gauss bTU
199 PSNRT L1, LPIPS| FPS fFalss poNRt L1} LPIPS| FPS
NeuTex| 30.39 0.0158 0.1613 0.025 100% 30.03 0.0135 0.1440 58
NGF 29.44 0.0166 0.1506 0.025 50% 29.57 0.0142 0.1555 69
3DGS | 30.99 0.0121 0.1079 198 20% 28.75 0.0155 0.1705 &2
- Ours 30.03 0.0135 0.1440 58 5% 2786 0.0172 0.1841 104 6
-




REVIEWER

e Text: Absence of more 3D-GS parameters
m Discussion about Gaussian initialization

Weaknesses: m Ordering of topics...

.'




REVIEWER

Rating and
Justification:
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PREVIOUS PAPERS

Neutex: Neural texture mapping for volumetric neural rendering. XIANG, Fanbo, et
al. (CVPR 2021)

NeRF's geometry decoupling from texture
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PREVIOUS PAPERS

Neutex: Neural texture mapping for volumetric neural rendering. XIANG, Fanbo, et
al. (CVPR 2021)

It trains three networks:

« F_:Llearns geometry.

e F  :Learnsthe 3D-to-2D (semi) bijective parameterization.
« F _ :Learns the view dependant radiance.
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RELATIONSHIP WITH TEXTURE-GS

GS representation

=
v

Texture-GS

texture
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RELATIONSHIP WITH TEXTURE-GS

e Texture-GS is an adaptation of NeuTex method to Gaussian Splatting

e |t derives some of their loss terms from NeuTex

0 Leyae = Y will B! (Fuv(x4)) = il 3.

© Lmask = ”Mgt — (1 — TN)H%

0.025 FPS
DTU >
Method| ponpe L1] LPIPS] FPS ' - f o
NeuTex| 30.39 0.0158 0.1613 0.025 o Rat
60 FPS 0025 FPS
Ours | 30.03 0.0135 0.1440 58

Ours NeuTex
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RELATIONSHIP WITH TEXTURE-GS

It successfully decouples appearance
from geometry.

But it worsens performance from
3D-GS!

DTU
Method\banp+ L1] LPIPS, FPS

3DGS | 30.99 0.0121 0.1079 198
Ours | 30.03 0.0135 0.1440 58

IMPA - 2023

276 FPS
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235 FPS
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Ours
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60 FPS
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POSTERIOR WORK

GStex: Per-Primitive Texturing of 2D Gaussian Splatting
for Decoupled Appearance and Geometry Modeling. Rong, et al.

Gaussians are defined by parameters G7 = {c7,c" o, R, u, 0}
where c;(pi,d) = INTERP (c] , (u;(p), vi(p))) + SH (3", d)
1\ J \\ J

rr Y . Y
Diffuse term View-dependant
term
2DGS Initialization GStex Rendering Model

ray intersection (Eq. 1) color rendering (Eq. 3) alpha compositing (Eq. 2)

r Pi
. bilinear

interp.

per-Gaussian texture maps 5~
IIII N
€ !l.. -
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POSTERIOR WORK

GStex: Per-Primitive Texturing of 2D Gaussian Splatting
for Decoupled Appearance and Geometry Modeling. Rong, et al.

Texture-GS Ours Texture-GS Ours
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UV MAPPING LoOss

EUV — £§§,icle + ECD + LQd

cycle

%’ Source: https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map gaussian3d.py#L167
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https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map_gaussian3d.py#L167

UV MAPPING: 3D CYCLE CONSISTENCY LOSS

3d 1 al —1
L3e = 37 2 lles = 67 0 p(a)|
=1

loss = 0.0

(uv = self.uv_net(world_xyz, geo_emb) |
if loss_cfg.lambda_inverse and self.in_range(cur_iter, loss_cfg.inverse_range):
world_xyz_inv = self.inv_uv_net(uv, geo_emb) |
Linv = ((world_xyz - world_xyz_inv) sx 2).sum(-1)
Linv = Linv.mean()
loss += loss_cfg.lambda_inverse x Linv]
loss_stats.update(Linv=Linv)

%’ Source: https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map gaussian3d.py#L186

(4)

22


https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map_gaussian3d.py#L186

UV MAPPING: CHAMFER DISTANCE LOSS

N, Np
1 o 1 o
Lcp = N ;ﬂﬁ;?égg @™ (us) — pjl| + N, jEzlﬁ min |67 (ui) — pjl|

# from pytorch3d.loss import chamfer_distance
sample_uvs, sample_inv_xyzs = None, None

if loss_cfg.lambda_chamfer and self.in_range(cur_iter, loss_cfg.chamfer_range):
if sample_uvs is None:
@ample_uvs = self.inv_uv_net.sample(device=depth.deviceﬂ
if sample_inv_xyzs is None:
sample_inv_xyzs = self.inv_uv_net(sample_uvs, geo_emb)

[Lchamfer, _ = chamfer_distance(sample_inv_xyzs.unsqueeze(0), self.pcd.unsqueeze(@))]
# npts,

[loss += loss_cfg. lambda_chamfer x* Lchamfer]

loss_stats.update(Lchamfer=Lchamfer)

%’ Source: https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map gaussian3d.py#L197

(5)
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https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map_gaussian3d.py#L197

UV MAPPING: 2D CYCLE CONSISTENCY LOSS
1 S
szrlcle = N, 7,—21 |ui — @ oo™ (u;)]] (6)

if loss_cfg.lambda_inverse2 and self.in_range(cur_iter, loss_cfg.inverse_range2):
if sample_uvs is None:
sample_uvs = self.inv_uv_net.sample(depth.device)
if sample_inv_xyzs is None:
(sample_inv_xyzs = self.inv_uv_net(sample_uvs, geo_emb)|
(sample_inv_uvs = self.uv_net(sample_inv_xyzs, geo_emb)]
Linv = ((sample_inv_uvs - sample_uvs) % 2).sum(-1)
Linv = Linv.mean()
(loss += loss cfg.lambda inverse2 x Linv
loss_stats.update(Linv2=Linv)

%’ Source: https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map gaussian3d.py#L221
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https://github.com/slothfulxtx/Texture-GS/blob/main/models/uv_map_gaussian3d.py#L221

APPROXIMATE UV COORDINATES:. JACOBIAN

S(1(Gy,1p)) = D(15) + T lamp, (1(Gs7p) — p15) (14

@property
def get_grad_uvs(self):
if self._grad_uv is not None:
return self._grad_uv
xyz = self._xyz.detach()
geo_emb = self.geo_emb(torch.zeros(1, dtype=torch.long, device=xyz.device)).squeeze()
geo_emb = geo_emb.detach()
def func(inputs):
return self.uv_net(inputs, geo_emb).float().contiguous().sum(dim=0)
grad_uvs = jacobian(func=func, inputs=xyz)
# 3, npts, 3
return grad_uvs.permute(1l, @, 2).reshape(-1, 9).contiguous().detach().requires_grad_(False)

%’ Source: https://github.com/slothfulxtx/Texture-GS/blob/main/models/texture gaussian3d.py#L217
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https://github.com/slothfulxtx/Texture-GS/blob/main/models/texture_gaussian3d.py#L217

APPROXIMATE UV COORDINATES: EVALUATION

~

gb(I(ij TP)) — Qb(:uj) T J’iU:,uj (I(Gj7 rp) — :U“j)

float3 orig_point = {orig_points[g_idx * 3], orig_points[g_idx * 3+1], orig_points[g_idx * 3+2]};
float3 norm = {norms[g_idx % 3], norms[g_idx * 3 + 1], norms[g_idx * 3 + 2]};
// (cam_p - orig_point) % norm
float bias = (cam_p.x - orig_point.x)*norm.x + (cam_p.y - orig_point.y)*norm.y + (cam_p.z - orig_point.z)*norm.z;
float denom = pix_dir.x *x norm.x + pix_dir.y * norm.y + pix_dir.z * norm.z;
float t;
float3 delta_xyz;
float clamp_radius = clamp_radiilg_idx], delta_norm;
if(fabs(denom) > 1le-6) {
t = -bias / denom;
delta_xyz = {cam_p.x + tkpix_dir.x - orig_point.x, cam_p.y + txpix_dir.y - orig_point.y, cam_p.z + tkpix_dir.z - orig_point.z};
delta_norm = sqrt(delta_xyz.x * delta_xyz.x + delta_xyz.y % delta_xyz.y + delta_xyz.z x delta_xyz.z);
if(delta_norm > clamp_radius)
delta_xyz = make_float3(delta_xyz.x / delta_norm % clamp_radius, delta_xyz.y / delta_norm * clamp_radius, delta_xyz.z / delta_norm x clamp_radius);
}else{
delta_xyz = {0, 0, 0};
)

float3 delta_uv = Vec3x3(gradient_uvs + g_idx*9, delta_xyz);
float3 uv = {uvs[g_idxx3] + delta_uv.x, uvs[g_idx*3+1] + delta_uv.y, uvs[g_idx*3+2] + delta_uv.z};
denom = sqrt(uv.X % UV.X + UV.Y % UV.Y + UV.Z % UV.Z);
if(denom < le-6)
uv = {uvs[g_idx*3], uvs[g_idx*3+1], uvs[g_idxx3+2]};
else
uv

{uv.x / denom, uv.y / denom, uv.z / denom};

float3 color = cube_texture_fetch(uv, texture, TR, rgbs[g_idx]);

%’ Source: https://github.com/slothfulxtx/diff-gauss-uv-tex/blob/main/cuda rasterizer/forward.cu#L406

(14)
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https://github.com/slothfulxtx/diff-gauss-uv-tex/blob/main/cuda_rasterizer/forward.cu#L406

IMPA - 2023
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RESULT

.'

Texture-GS

IMPA - 2023

Zero Jacobian
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RESULT: ORIGINAL TEXTURE
Texture-GS

.'

IMPA - 2023

Zero Jacobian
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PHD STUDENT
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ProrPosTA 1 - “CONSUMER-LEVEL EVALUATION”

NorRMAL 3D ARTIST PIPELINE

Real Object View H 3D Modeling H Paint Texture

Prorosep 3D ARTIST PIPELINE

Virtual Mesh from
Real Object

Real Object View H 3D Modeling H “Paint” Texture

\E e G }/
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PropPosTA 1 - “CONSUMER=-LEVEL EVALUATION”

ProrPosep 3D ARTIST PIPELINE

VieEws As INPUTS

R File Edit Render Window Help Layout

M, Object Mode v View Select Add Object
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APPLICATION

IMPA - 2023
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> Delta Transform
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PrRoPOSTA 2 - “A TEXTURE PER FEATURE”

IMPA - 2023
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PrRoPOSTA 2 - “A TEXTURE PER FEATURE”

IMPA - 2023
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THANK You!



