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Introduction

3

⮚ 3D reconstruction is one of the most popular research areas in 
computer vision

1) NeRF introduced the neural network to generate 3D renders.

1) pixelNeRF uses only a few images as input, and a CNN-based 
Encoder on top of NeRF to generate better 3D renders.

1) 3D Gaussian Splatting uses 3D Gaussian and gradient descent to 
generate better 3D renders than priors.

1) pixelSplat combines 3D Gaussian splatting with a 
reparameterization trick and a neural network

⮚ Input two images of an object from two different viewpoints and 
generates a 3D render within minimal inference time. It is like a  
combination of 3D Gaussian Splatting and NeRF.



Summary

• A feed-forward model 
that learns to 
reconstruct 3D 
radiance fields 
parameterized by 3D 
Gaussian primitives 
from pairs of images. 
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• This results in an explicit 3D representation 
that is renderable in real time, remains 
editable, and is cheap to train.
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pixelSplat

benefits of a primitive-based 3D representation: 
fast and memory efficient

rendering as well as interpretable 3D structure to generalizable view synthesis

Rasterization-based Volume Rendering

Fast and memory efficient Real-time

Light Field Transformers

where a ray is rendered by embedding it into a 
query token and a color is obtained via cross-

attention over image tokens.

do not reconstruct 3D scene representations that 
can be edited or exported for downstream tasks 

in vision and graphics

faster than volume rendering, although far from 
real-time

Differentiable Rendering

training, reconstruction, and rendering are memory- and time-intensive
because  requires evaluating dozens or hundreds of points along each 

camera ray

Model’s Evolution



Architecture Diagram
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Two-View Image Encoding
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● PixelSplat begins by processing a pair of input images through a

feature extraction network, which generates a high-dimensional

representation of each image. This neural network, often

structured similarly to those used in NeRF architectures, extracts

crucial visual and spatial features from the images, setting the

stage for understanding the scene’s geometry.



Epipolar Geometry and Scale Ambiguity Resolution
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● The extracted features are then processed using an epipolar

transformer, a component that leverages the geometric

relationship between the two views to resolve scale ambiguity—

an inherent challenge in reconstructing 3D scenes from 2D

images. This step ensures that the 3D positions inferred from

different images are consistent relative to each other, addressing

variations in camera positioning and orientation.



Probabilistic Sampling of Gaussian Parameters
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● With scale and geometry calibrated, the next step involves a

novel application of 3D Gaussian splatting, where the model

predicts a dense probability distribution for the potential locations

of Gaussian primitives. This approach is facilitated by the

reparameterization trick, which allows the network to sample

these locations differently. Here, each Gaussian’s position

(mean), shape (covariance), and visibility (opacity) are

determined, enabling gradients to be propagated back through

the network during training, thus optimizing the Gaussian

placement efficiently.



Two-View Image Encoding
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● Rendering and Output Generation: Finally, the parameterized 3D

scene, now represented as a collection of Gaussian splats, is

rendered to produce novel views. This rendering process is

optimized for speed and memory efficiency, making use of the

Gaussian splatting technique’s light computational footprint. The

output is a set of new images, or novel views, generated from

perspectives not originally captured by the input images,

showcasing the model’s ability to interpolate and extrapolate 3D

space from limited data.



Proposed probabilistic prediction of pixel-aligned Gaussians

11



Probabilistic prediction of pixel-aligned Gaussians
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Quantitative Comparison
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Qualitative Comparison
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Ablation
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Attention Visualization
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Limitations

17

⮚ Rather than fusing or de-duplicating Gaussians observed from both 
reference views, it simply outputs the union of the Gaussians 
predicted from each view.

⮚ it does not address generative modelling of unseen parts of the 
scene.

⮚ When extended to many reference views, their epipolar attention 
mechanism becomes prohibitively expensive in terms of memory.



Additional Results
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Conclusions
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⮚ It is an original approach to the problem of with only two input 
images taken from different points of view, synthetize novel views.

⮚ it uses a pipeline of pre-image encoder, followed by epipolar 
sampling, epipolar attention and gaussian prediction.

⮚ They claim that their work at inference time is significantly faster 
than prior work on generalizable novel view synthesis while 
producing an explicit 3D scene representation.

⮚ They claim that to solve the problem of local minima that arises in 
primitive-based function regression, they introduced a novel 
parameterization of primitive location via a dense probability 
distribution and introduced a novel reparameterization trick to 
backpropagate gradients into the parameters of this distribution.



Conclusions
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⮚ They claim that their framework is general, and they hope that their 
work inspires follow-up work on prior-based inference of primitive-
based representations across applications.

⮚ They suggest for future to leverage their model for generative 
modelling by combining it with diffusion models or to remove the 
need for camera poses to enable large-scale training.

⮚ Their model resolve scale ambiguity. 

⮚ Strongly accept.
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Andrea Tagliasacchi

Atua como professor auxiliar na universidade Simon Fraser, 

cientista pesquisador do Google DeepMind e professor 
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universidade de Toronto.
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Tendo ganhado o SGP best paper award de 2015, o CVPR best student paper award 

de 2020, e o CVPR best paper award de 2024.



Contexto

Que problema exatamente eles estavam tentando resolver?



Prior-based 3D Reconstruction and View Synthesis

Reconstruções 3D de qualidade de uma cena próxima da câmera usando poucas 

imagens já estavam sendo feitas.

Reconstruções 3D de boa qualidade não limitadas pela distância da cena e a 

câmera eram difíceis de serem feitas com poucas imagens.



Prior-based 3D Reconstruction and View Synthesis

Preservar a localidade end-to-end e a equivariância de deslocamento entre o 

encoder e a representação de cena por meio de pixel-aligned features e 

transformers, possibilitou a generalização de cenas ilimitadas.



Prior-based 3D Reconstruction and View Synthesis

Cost volume Light field scene representation

MVSNeRF

Stereo Radiance Fields

GeoNeRF

Scene Representation Transformer

Light Field Networks

Light Field Neural Rendering
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Artigos subsequentes



Outros papers que tratam do mesmo 

problema, reconstrução de cenas 3D 

com poucas imagens.

Esses dois papers ainda possuem o 

ponto forte de resolverem esse problema 

sem a necessidade da posição das 

câmeras.
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General code
● on the image:

○ left: method architecture

○ right: .py files of that method



Image Features



Image Features



Epipolar Samples from rays

- source paper: Epipolar Transformer



Epipolar Samples from rays



Epipolar Samples …



The transformer
● forward method inputs:

○ self, features, extrinsics, intrinsics, near, far

● for each input image F and the other is called ~F



The transformer

- source paper: Epipolar Transformer



Attention



Generating Gaussians



Generating Gaussians



Generating Gaussians



Some sayings

● extrinsics, intrinsics, far, near, and other factors 
are user parameters

● github only explains training, evaluation and some tests
○ it does not state how to run on 2 images
○ it also does not show how to export .ply files



Running the code once



MVSplat vs PixelSplat
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1 - Research Proposition
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1 - Research Proposition

Hidden Markov Models
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1 - Research Proposition
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1 - Research Proposition

Inference and Learning: Gibbs Sampling
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1 - Research Proposition

Inference and Learning: Gibbs Sampling
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2 - Use Case
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Thank you!
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