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Objetivo do paper
• Criação de avatares humanos realistas com aparências 3D dinâmicas a partir 

de um único vídeo.
• Introdução de gausianas 3D animáveis para criar avatares humanos realistas a partir de 

um único vídeo, representando explicitamente as superfícies humanas e fundindo as 
aparências 3D de forma eficiente e consistente a partir de observações 2D.

• Augmentação das Gausianas 3D com propriedades dinâmicas, suportando a 
modelagem da aparência dependente da pose, utilizando uma rede de aparência 
dinâmica e um tensor de características otimizável para aprender o mapeamento de 
movimento para aparência.

• Proposição de otimização conjunta do movimento e da aparência durante a modelagem 
do avatar, permitindo corrigir desalinhamentos iniciais de movimento e melhorar a 
qualidade final da aparência.
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Standard Skinning
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Reprodutibilidade do GaussianAvatar
- Frágil

- O código está cheio de erros
- Readme problemático

- As instruções são bem simplórias, em algumas seções incompletas
- Mistura estranha de outros trabalhos

- 3D Gaussian Splatting (https://github.com/graphdeco-inria/gaussian-splatting)
- POP (https://github.com/qianlim/POP)
- HumanNeRF (https://github.com/chungyiweng/humannerf)
- InstantAvatar (https://github.com/tijiang13/InstantAvatar)

https://github.com/graphdeco-inria/gaussian-splatting
https://github.com/qianlim/POP
https://github.com/chungyiweng/humannerf
https://github.com/tijiang13/InstantAvatar


Reprodutibilidade do GaussianAvatar
- Datasets providenciados:

- m4c_processed: é straightforward (já está pré-processado para treino)
- neuman_bike: em tese está pronto para treino, smpl_parms.pth precisa 

de reparos? Ele não funciona!
- dynvideo_female, dynvideo_male: precisa de pré-processamento dos 

datasets
- Scripts para pré-processamento não funcionam (e são de outro trabalho)



Reprodutibilidade do GaussianAvatar
- O environment.yml está incompleto

- Uso de bibliotecas defasadas que dão trabalho para encontrar a versão 
correta

- Rotina de pré-processamento exige baixar aplicações que não são listadas 
no próprio repositório

- PyOpenGl está quebrado no Windows há algumas versões
- Versões antigas que em tese funcionam são problemáticas de instalar
- O conserto para isso consistiu em achar um .dll do freeglut na internet para colocar no 

$PATH



Falando algo de bom sobre a reprodutibilidade do 
GaussianAvatar
- Qualidade boa do render final
- Scripts de render e avaliação autorais funcionam

- É só não fazer nada que o readme não diga pra fazer
- Recomendaram 24GB de VRAM, dá pra rodar tendo 12GB de 

VRAM
- Só precisei diminuir o batch size para o valor de 1



O código do GaussianAvatar



Estratégia de Treino do GaussianAvatar



Estágio Um



Estágio Um
-



Avaliando o Estágio Um



Avaliando o Estágio Um

RenderGround truth



Avaliando o Estágio Um



Avaliando o Estágio Um

Render (180 epochs)



Estágio Dois



Pré-processamento do Estágio Dois
- Instruções para rodar o segundo estágio precisam que um script 

específico funcione (não funcionou)
-



Pré-processamento do Estágio Dois
- Exige versão antiga do PyOpenGL (não instalou no Windows)
- A solução foi baixar o freeglut.dll de um repositório aleatório e 

colocar no $path



Estágio Dois
- Depois de resolver esse problema no Windows, ele continua… 

não funcionando.

- Neste momento eu tive a realização de que as funções de Loss 
estão codificadas erradas?????



Consertando o Estágio Dois? O que é esse *10 na 
loss?!
-



Avaliando o Estágio Dois

-



“Ah, vou pré-processar outro dataset, o que pode 
dar errado?”
-



“Ah, vou pré-processar outro dataset, o que pode 
dar errado?”
- O que eu deveria ter (de acordo com o readme):
- O que eu tenho:

- O que me instruíram a fazer: 

(No fim do dia era só gerar 
o mapa de posições da 

pose canônica do SMPL)



“Ah, vou pré-processar outro dataset, o que pode 
dar errado?”

- Deu certo. Não graças ao readme do projeto.
- Consegui treinar o primeiro estágio do treino do dynvideo_female

- Nove horas de treino



“Ah, vou pré-processar outro dataset, o que pode 
dar errado?”

Render (180 epochs)Render (150 epochs)Render (120 epochs)
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