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Introduction

Today, essentially all SotA 3D reconstruction methods are based on top of SfM 
methods like COLMAP.

Good results, but is not differentiable w.r.t. its free variables (camera poses, 
camera intrinsics and per-pixel depths)

Flowmap is an end-to-end differentiable method that solves for precise camera 
poses, camera intrinsics, and per-frame dense depth of a video sequence.
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Flowmap
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Supervision via Camera-Induced Flow

Given a video sequence, the goal is to supervise per-frame estimates of depth, 
intrinsics, and pose using known correspondences.

That will be done using the optical flow induced by the camera movement through 
the scene.

The known correspondences are derived from two sources: 1) dense optical flow 
between adjacent frames and 2) sparse point tracks which span longer windows.
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Optical flow loss
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Parametrizing depth, pose and camera intrinsics
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Depth neural network

Depth is parametrized as a neural network that maps an RGB frame to the 
corresponding per-pixel depth. 

This ensures that similar patches have similar depths, allowing FlowMap to 
integrate geometry cues across frames: if a patch receives a depth gradient from 
one frame, the weights of the depth network are updated, and hence the depths of 
all similar video frame patches are also updated.
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Intrinsics as a function of depth and optical flow

Camera intrinsics is solved by considering a set of reasonable candidates.
Loss function is calculated considering the pose calculated by Kk.
Intrinsics K is computed via softmin-weighted sum of the candidates.
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Pose as a function of depth, intrinsics and optical flow

Depth maps Di and Dj are unprojected with their respective intrinsics to generate point 
clouds Xi and Xj. .
Points in the clouds are matched using the known optical flow, generating Xi   and         .  
The diagonal matrix 𝒲 contains correspondence weights that can down-weight 
correspondences that are faulty due to occlusion or imprecise flow.
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Pose as a function of depth, intrinsics and optical flow
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Novel view synthesis results
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Comparison to other methods

Results from: Duisterhof, B. et al. (2024). MASt3R-SfM: a Fully-Integrated Solution for 
Unconstrained Structure-from-Motion. arXiv preprint arXiv:2409.19152. 
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Camera parameter estimation



FlowMap: High-Quality Camera Poses, Intrinsics, and Depth via Gradient Descent (2024)

Camera parameter estimation
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Large-scale robustness study
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Ablations

Why not free variables?

Are point tracks necessary?
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Pre-trained depth networks?
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Strengths

● Novel view synthesis results on par with COLMAP

● End-to-end differentiable design 

● Closed form solution to pose and intrinsics estimation

● New approach that differs from traditional SfM methods
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Weaknesses

● Compared to COLMAP:

○ is slower

○ requires significantly more GPU memory

○ pose and intrinsics are less accurate and less robust

● Results compared to other contemporary methods are lackluster

● Is constrained to work on frame sequences with significant overlap (i.e., videos).

● Important details of the paper are hidden away

● Dependent of many off-the-shelf components
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In conclusion

The paper should be rejected.

● Achievements aren’t as impressive as the authors seem to suggest.

● NVS results are on-par with COLMAP only in limited scenarios.

● Other concurrent paper seem to perform better on a wider set of scenarios.

● Methods and implementation aren’t sufficiently well explained.
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FlowMap

3DGS

Summary
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Ranftl, R., Lasinger, K., Hafner, D., Schindler, K., Koltun, V.: Towards robust monocular depth estimation: Mixing datasets for zero-shot 

cross-dataset transfer. IEEE Transactions on Pattern Analysis and Machine Intelligence (2020).

MiDaS

● FlowMap uses the lightweight CNN version of MiDaS in their depth network

Previous and basement works

Depth is parameterized via a neural network

INPUT OUTPUT

RGB images  and 
depth annotation

Inverse depth maps
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Previous and basement works

Teed, Z., Deng, J.: RAFT: Recurrent all-pairs field 

transforms for optical flow. In: Proceedings of the 

European Conference on Computer Vision (ECCV) (2020).

RAFT to compute the optical flow

During per-scene optimization
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Previous and basement works

TXu, H., Zhang, J., Cai, J., Rezatofighi, H., Tao, D.: 

GMFlow: Learning optical flow via global matching. In: 

Proceedings of the IEEE/CVF Conference on Computer 

Vision and Pattern Recognition. pp. 8121–8130 (2022).

GMFlow to compute the optical flow

During pre-training optimization
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Smith, C., Du, Y., Tewari, A., Sitzmann, V.: FlowCam: Training generalizable 3d radiance fields without camera poses via pixel-aligned 

scene flow. Advances in Neural Information Processing Systems (NeurIPS) (2023).

FlowCam

Previous and basement works
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Previous and basement works

Karaev, N., Rocco, I., Graham, B., Neverova, N., Vedaldi, A., Rupprecht, C. CoTracker: It is better to track together (2023).



Schonberger, J.L., Frahm, J.M. Structure-from-motion revisited. In: Proceedings of the IEEE Conference on 

Computer Vision and Pattern Recognition (CVPR). pp. 4104–4113 (2016).
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COLMAP

Comparative and concurrent works

● Isolated pre-processing step x end-to-end differentiable, and can be embedded in deep learning pipeline

● Sparse 3D points x Dense per-frame depth estimates

● Depth, intrinsics and camera poses: free variables x parameterized FlowMapCOLMAP



Wang, J., Karaev, N., Rupprecht, C., Novotny, D.: Visual geometry grounded deep structure from motion. arXiv 

preprint arXiv:2312.04563 (2023).
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VGGSfM

Comparative and concurrent works

Key differences are that their method is fully supervised with camera poses, point clouds, and intrinsics; requires large-scale, multi-stage training; solves 

only for sparse depth; and is built around the philosophy of making each part of the conventional SfM pipeline differentiable.
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Cited by

● Ig-slam: Instant gaussian slam (2024) - In Related Work section.
● EG4D: Explicit Generation of 4D Object without Score Distillation (2024) - In Future 

Work section, as a possible alternative to incorporate camera pose technics in 4D 
reconstruction. 

●  D-NPC: Dynamic Neural Point Clouds for Non-Rigid View Synthesis from 
Monocular Video (2024) - Brief citation. 

● MASt3R-SfM: a Fully-Integrated Solution for Unconstrained Structure-from-Motion 
(2024) - Comparing results.

● Seamless Augmented Reality Integration in Arthroscopy: A Pipeline for Articular 
Reconstruction and Guidance (2024) - Comparing results.

https://arxiv.org/abs/2408.01126
https://arxiv.org/abs/2405.18132
https://arxiv.org/abs/2405.18132
https://arxiv.org/abs/2405.18132
https://arxiv.org/abs/2406.10078
https://arxiv.org/abs/2406.10078
https://arxiv.org/abs/2409.19152
https://arxiv.org/abs/2410.00386
https://arxiv.org/abs/2410.00386
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Authors Group 
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Without point tracks
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Problem

Because of its dependence on optical flow or point tracks to find correspondences, 
Flowmap can only process continuous video.

The authors suggest that leveraging unstructured correspondences might be used 
to overcome this limitation.
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Other attempts

Schonberger, J. L., & Frahm, J. M. (2016). Structure-from-motion revisited. In 
Proceedings of the IEEE conference on computer vision and pattern recognition.

Duisterhof, B. et al. (2024). MASt3R-SfM: a Fully-Integrated Solution for 
Unconstrained Structure-from-Motion. arXiv preprint arXiv:2409.19152.

He, X. et al. (2024). Detector-free structure from motion. In Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition.

Wang, J. et al. (2024). VGGSfM: Visual Geometry Grounded Deep Structure 
From Motion. In Proceedings of the IEEE/CVF Conference on Computer Vision 
and Pattern Recognition.
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Project: incorporate SuperPoint and SuperGlue to find correspondences

Project
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