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1. Revisao

1.1. Resumo

* Problema abordado: pixelSplat [1] é um modelo feed-
forward que aprende a reconstruir campos de radiancia
3D parametrizados por primitivas Gaussianas 3D a partir
de pares de imagens de entrada.

* Motivacdo: A reconstru¢do 3D é uma das mais popu-
lares 4reas de pesquisa na visdo computacional. NeRF
(Neural Radiace Fields) [4] introduziu redes neurais para
gerar renderizadores 3D. pixelNeRF [5] usa apenas algu-
mas imagens como entrada e um Codificador baseado em
CNN no topo de um NeRF para gerar melhores render-
izadores 3D. Gaussian Splatting [3] usa Gaussianas 3D e
gradiente descedente para gerar melhores renderizadores
3D do que os pré-existentes. pixelSplat se baseia nesses
trabalhos para inovar combinando de certa forma Gaus-
sian Splatting com NeRF.

* Resumo do método: pixelSplat combina 3D Gaussian
splatting com um truque de reparametrizacdo e redes neu-
rais. Recebe como entrada duas imagens de um objeto de
dois pontos de vista diferentes e gera uma renderizacdo
3D com um tempo de inferéncia reduzido.

 Lista de contribui¢des: Isso resulta em uma representagao
3D explicita que pode ser renderizada em tempo-real,
pode ser editada e € barata para treinar (do ponto de vista
de processamento e memoria, comparada aos métodos ex-
istentes).

- Se beneficia de uma representacdo 3D primitiva
para ser rapida e usar memoria de forma eficiente.

- Além de gerar uma renderizagfo, gera também uma
estrutura 3D interpretavel

- Sintese de vistas generalizaveis

Podemos ver o diagrama em blocos com a arquitetura do

Figure 1. Arquitetura do Modelo.
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Fonte: [1].

modelo na Figure 1.

* Codificador de imagem com duas vistas: pixelSplat

comeca processando um par de imagens de entrada
através de uma rede de extracdo de caracteristicas que
gera uma representacdo de alta dimensdo de cada im-
agem. Essa rede neural é frequentemente estruturada
similarmente aquelas usadas em arquiteturas NeRF, ex-
traindo caracteristicas visuais e espaciais cruciais das im-
agens, estabelecendo o estigio para entender a geometria
da cena.

Geometria Epipolar e Resolu¢cdo da Ambiguidade de Es-
cala: As caracteristicas extraidas sdo entdo processadas
usando um trasformer epipolar, um componente que fa-
cilita descobrir o relacdo entre essas duas vistas para re-
solver a ambiguidade de escala, um desafio inerente a
reconstru¢do de cenas 3D a partir de imagens 2D Fig-
ure 2. Esse passo garante que as posi¢des 3D inferidas a
partir de diferentes imagens sdo consistentes em relagdo a




Figure 2. Resolucido da Ambiguidade de Escala.
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Fonte: [1].

outra, refletindo as variacdes na posi¢ao e orientagdo das
cameras.

Amostragem Probabilistica de Parametros Gaussianos:
Tendo a escala e geometria calibradas, o préximo passo
envolve uma nova aplicacdo de 3D Gaussian splatting,
onde o modelo prevé uma densa distribui¢do de densi-
dade para a potencial localizacdo de primitivas Gaus-
sianas. Essa abordagem ¢ facilitada pelo truque de
reparametrizacdo que permite a rede amostrar essas
localiza¢des de forma diferenciada. Aqui, cada posicao
Gaussiana (média), forma (covariancia) e visibilidade
(opacidade) sdo determinadas, possibilitando que os gra-
dientes sejam retro propagados através da rede durante o
treinamento, dessa forma otimizando o posicionamento
eficiente das Gaussianas Figure 3 e Figure 4.
Renderizac¢do e Geracdo da Saida: Finalmente, a cena 3D
parametrizada, agora representada como uma colec@o de
Gaussian splats, é renderizada para produzir novas vistas.
Esse processo de renderizag@o é otimizado para reducdo
do tempo de processamento (aumento da velocidade de
processamento) e eficiéncia de uso de memoria, usando
técnicas de Gaussian splatting como a pegada computa-
cional leve (light computational footprint). A saida € um

Figure 3. Predicdo Probabilistica Proposta de Gaussianas alin-
hadas por pixel.
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Figure 4. Algoritmo de Predicdo Probabilistica de Gaussianas al-
inhadas por pixel.

Algorithm 1 Probabilistic Prediction of a Pixel-Aligned Gaussian.

Require: Depth buckets b € R, feature F[u] at pixel coordinate u, camer: in of reference view o, ray direction d,,
I (¢,6,%,8) = f(F[u]) © predict depthi probabilitics ¢ and offsets 8, c e 3, spherical harmonics coefficients S
2z~ pg(z) & Sample depth bucket index = from discrete probability distribution parameterized by ¢
=0+ (b, +d.)d, - Compute Gaussian mean ¢ by unprojecting with depth b adjusted by bucket offset 4.

3:
4 a=ap, & Set Gaussian opacity « according to probability of sampled depth (Sec. 4.2).
5. return (pe, Z, o, S)

Fonte: [1].

conjunto de novas imagens, ou novas vistas, geradas a
partir de perspectivas que ndo foram capturadas original-
mente pelas imagens de entrada, demonstrando a habil-
idade do modelo de interpolar e extrapolar o espago 3D
com a restri¢ao de uso de dados limitados.

1.2. Pontos positivos

* Foi feita uma abordagem original para o problema de com
somente duas imagens como entrada tiradas de dois difer-
entes pontos de vista, sintetizar novas vistas.

* O trabalho apresentado utiliza uma pipeline formada
por : um codificador de pré-imagem, seguido por um
amostrador epipolar, um bloco de atengdo epipolar e um
bloco de predi¢do gaussiana.

* Os autores afirmam que seu trabalho na fase de inferéncia
¢ significativamente mais rapido que os trabalhos anteri-
ores em sintese generalizdvel de novas vistas, a0 mesmo
tempo em que produz representagdo explicita de cenas
3D.

* Os autores afirmam que para resolver o problema de
minimo local que ocorre na regressdo de funcdo baseada
em primitivas, eles introduziram uma nova forma de
parametrizacdo de localizacdo de primitivas via uma
densa distribui¢@o de probabilidades e também introduzi-
ram um novo truque de reparametrizacdo para propa-
gar gradientes de forma retrograda (backpropagate) nos
parametros dessa distribuicao.

* Os autores afirmam que seu framework € geral e eles
espera que seu trabalho inspire novos trabalhos em in-
feréncia baseada em ocorréncias anteriores (prior-based
inference) de representacdo baseada em primitivas em
muitas aplicacoes.

* Eles sugerem como trabalhos futuros aproveitar seu mod-
elo para modelagem generativa, através da combinagdo
dele com modelos de difusdo ou eliminar a necessidade
de poses de cAmera para permitir o treinamento em larga
escala.

* Seu modelo resolve o problema de ambiguidade de es-
cala.

» Foram feitas validagdes através de experimentos e
comparagdo com trabalhos correlatos, além de ablacao.



1.3. Pontos negativos

* Em vez de fundir ou duplicar gaussianas observadas em
ambas as vistas de referéncia, o pixelSplat gera como
saida a unido de gaussianas previstas para cada vista.

¢ O pixelSplat ndo usa modelagem generativa para gerar
partes nao vistas da cena.

* Quando extendido para muitas vistas de referéncia, seu
mecanismo de atencdo epipolar fica muito caro em termos
de uso de memoria se tornando proibitivo.

 Dificil de reproduzir como pode ser visto na parte de
hacker deste documento.

* No texto os autores ndo explicitam a necessidade de entrar
também com a pose das cAmeras, além das duas imagens.

1.4. Avaliacao

O artigo estd bem estruturado com descricdo clara do
método, experimentos, andlise qualitativa e quantitativa,
ablacdo, limitagdes e cédigo, sendo que seus pontos posi-
tivos prevalecem em muito seus pontos fracos, recebendo
avaliacd@o 5, ou seja, aceitacdo.

2. Arqueolog@

Determinar onde este artigo se encaixa no contexto de tra-
balhos anteriores e posteriores. Vocé encontrou esse artigo
e deve apresentar a ordem crondlogica que o trabalho se en-
caixa. Sugestdo: leia a secdo de trabalhos relacionados.

Encontrar e relatar sobre um artigo mais antigo citado
pelo artigo atual e um artigo mais recente que cita o artigo
atual. Claro, explicar como eles se relacionam.

Além disso avalie se as referéncias estdo adequadas?
Liste referéncias que estdo faltando.

Note que quase todos os trabalhos da nossa lista cita 0 3D
Gaussian Splatting (3DGS) [3] e EWA volume splatting [6].
Logo, o Arquedlog@ precisa ir além dessas referéncias.

3. Codigo e experimentos

A arquitetura definida pelo pixelSplat leva inicialmente
em considera¢do duas imagens como entradas e caso seja
necessario é possivel realizar experimentos com mais,
porém, como o prdéprio autor cita, o custo computacional
¢ acrescido demasiadamente. Além disso, as imagens de-
vem conter suas respectivas matrizes intrinsecas e as poses
das cameras. No entanto isso é extremamente dificil visto
que esses pardmetros sao normalmente obtidos por métodos

como o COLMAP, e para isso € necessdrio uma sequéncia
grande de imagens.

Desse modo, rodar o cédigo utilizando duas imagens de
uma cena que nunca foi visto pelo modelo é desafiador, até
por que tudo tem que corroborar com a estruturacdo dos da-
dos de entrada. Nota-se que no github existem issues per-
guntado como faz para rodar em duas novas imagens ([issue
100], [issue 86] e outros) e como visualizar as gaussianas do
arquivo .ply ([issue 96], [issue 81] e outros). Além disso,
ndo é especificado no artigo que apds a geracdo das nu-
vens de gaussianas deve-se realizar um corte no eixo Z de
modo a remover gaussianas repetitivas que aparecem dev-
ido a aprendizagem da distribuicdo de gaussianas em um
dado raio Figure 5. Ademais, o README do github nio
especifica como gerar a nuvem de gaussianas, porém a Is-
sue 43 nos da a resposta que € a partir do codigo presente
no arquivo generate_point_cloud_figure, para uti-
liza-lo no dataset re10k precisamos também ter um modelo
treinado e escolher a elevagdo e um azimuth.

Portanto, para ser possivel aplicar o método em duas no-
vas imagens de uma cena que ndo estd presente no dataset
rel10k ou ACID, devemos

1. Obter a matriz intrinsica

2. Obter as poses das cameras.

3. Transformar os metadados no formato especificado por
eles (OPENCYV).

4. Gerar os metadados para serem utilizados como entrada.

. Escolher a elevacdo e o azimuth

6. Eliminacio de gaussianas no plano Z.

9}

Veja na Figure 5 que temos a necessidade de eliminar
gaussianas repetitivas, note as repeticdo do fogdo diversas
vezes. Esse efeito pode ser visto em diversas outras cenas,
os autores do MVSplat [2] disponibilizaram um armazena-
mento de exemplos que mostra diversas cenas onde isso
ocorre.

Para gerar a imagem da Figure 5 utilizamos a base de da-
dos re10k com o modelo treiando nela, seguindo o seguinte
comando:

python3 -m

src.paper.generate point_cloud_figure.py
+experiment=relOk
checkpointing.load=ckpt/relOk.ckpt

Na Figure 5, utilizamos a cena 4cfefe4588b687a9 que
estd presente no dataset re10k.

Além disso, ndo foi possivel rodar a avaliagdo, e os ex-


https://github.com/dcharatan/pixelsplat/issues/100
https://github.com/dcharatan/pixelsplat/issues/100
https://github.com/dcharatan/pixelsplat/issues/86
https://github.com/dcharatan/pixelsplat/issues/96
https://github.com/dcharatan/pixelsplat/issues/81
https://github.com/dcharatan/pixelsplat/issues/43
https://github.com/dcharatan/pixelsplat/issues/43
https://drive.google.com/drive/folders/1nBpUQnBvAIL7oLODElhIiLkW9x5gAuWs
https://drive.google.com/drive/folders/1nBpUQnBvAIL7oLODElhIiLkW9x5gAuWs

perimentos de ablation, pois € necessdria muita memoria
gréfica.

O Hacker precisa fornecer um DEMO do paper o mais
rapido possivel. Logo, deve avaliar a reprodutibilidade do
método e implementar uma pequena parte do artigo ou uma
versao bem simplificada (eg. 2D em vez de 3D).

* O trabalho poderia ser reproduzido por um ou mais es-
tudantes de pds-graduacdo? Execute o cédigo do github
associado ao paper escolhido e teste em outros datasets;

e Compare as formulas implementadas no c6digo com as
equacdes do paper. Todos os detalhes importantes de al-
goritmos ou sistemas sdo discutidos adequadamente?

* “Rode” os experimentos apresentados no paper;

* (Adicional) Pensar em outros experimentos. Discu-
tir a possibilidade no discord primeiro (Participacdo do
Doutorand @).

4. Projeto de doutorado

PixelSplat adota, na representacdo de cenas tridimen-
sionais, gaussianas tridimensionais primitivas {g, =
(g, Ok, g, Sk) }F, cada uma com seu pardmetro de média
My, covariancia o, opacidade oy, e coeficiente harmonico
esférico Sy)}5. Essa técnica, explorada no trabalho “3D
Gaussian Splatting”, do qual o PixelSplat € derivado, ap-
resentou importante otimizacdo na representagdo de cena
tridimensional quando comparado a outras técnicas, como
NEREF e voxel grids.

5. Conclusoes

Apresente as conclusdes, sugestdes de titulo e um resultado
ausente que o artigo poderia ter incluido.
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Figure 5. Cena da cozinha. Na esquerda temos o pixelsSplat com Gaussianas repetitivas e na direita temos o MV Splat.

Fonte: O autor.
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