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1. Revisao

Sugestao para o Revis@r: ler as orientacdes do CVPR. Ten-
tem manter o relatdrio dentro de 8 paginas.

1.1. Resumo

O trabalho expde uma nova arquitetura baseada em redes
neurais para gerar modelos 3D Gaussian Splatting [5] a par-
tir de imagens esparsas de uma cena. O modelo, chamado
de MVSplat, consegue a partir de apenas duas imagens,
com suas relativas poses e matrizes intrinsica, gerar um
nuvem de gaussianas 3D. Esse € um problema que esta
em alta, visto que diversas aplicagdes possuem apenas fo-
tos esparsas de um objeto, por exemplo as fotos de um e-
commerce.

Em resumo, o método consiste em 1) utilizar mapas de
profundidade gerados por redes baseadas em transformers
com feature matching e cost volume para gerar as posi¢des
das gaussians; 2) utilizando duas camadas convolucionais
na distribuicdo de matching entre as imagens, € possivel
obter a opacidade da imagem; 3) as escalas e cores das
gaussianas sao obtidas também por duas camadas convolu-
cionais que tem como entrada a concatenagdo das features
das imagens, cost volume, e as imagens originais. A Fig-
ure | mostra a arquitetura geral do modelo.

Primeiramente, os mapas de profundidade sdo gerados
por uma rede Multiview Swin-Transformer baseada na ar-
quitetura gmflow [6, 11-13], a Figure 2 mostra a respectiva
arquitetura. Porém, no caso do MVSplat € necessério en-
contrar correspondéncia entre as duas imagens de entrada
(ou mais imagens), essa correspondéncia é definida por uma
func¢do de volume de custo baseada na abordagem plane-
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sweep [4], em que, dada uma imagem fonte e uma alvo,
elas sdo projetas em planos que movem pelo espacgo, essa
projecdo gera um custo, que ¢ menor quando a projecio é
igual a imagem alvo.

O volume de custo e os mapas de profundidade, podem
ter problemas em secdes que ndo possuem caracteristicas
suficientes para diferenciacdo, com isso, uma etapa adi-
cional de refinamento é performada utilizando uma leve
rede 2D-UNet [8, 9].

Apds isso, como dito anteriormente, o modelo prediz
uma nuvem de gaussianas 3D, para gerar as médias, ou
posicdo central (x.,y,z), € utilizado o préprio mapa de
profundidade a partir dos parimetros de cdmera (pose e
intrinsica); para gerar a opacidade, utilizamos a distribuicio
do cost volume feature matching; e para gerar as escalas e
cores ¢ utilizada uma rede convolucional de duas camadas.
No fim, para treinamento, € utilizada as fung¢des de perca Jo
e LPIPS, com pesos 1 e 0.05, respectivamente.

1.2. Pontos positivos

No geral, o modelo contribuiu fortemente para o estado da
arte, gerando resultado que ultrapassam o método anterior,
pixelSplat [1], em todos os aspectos. Em velocidade que é
duas vezes mais rapido, possui 10 vezes menos parametros,
obtém imagens com melhor qualidade, e generaliza muito
melhor para K imagens. Além disso, ndo necessita de tanto
pés-processamento igual o pixelSplat, que necessita de uma
cuidadosa selecdo dos planos near e far. O modelo também
consegue generalizar melhor quando treinado em uma base
de dados diferente do teste.
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Figure 1. Arquitetura geral do modelo.
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Figure 2. Arquitetura transformer de gera¢do de mapas de profundidade.

1.3. Pontos negativos

O modelo ndo é capaz de generalizar superficies ndo Lam-
bertianas como vidros e espelhos. Além disso, assim como
o pixelSplat, a necessidade das poses e matrizes intrinsica
das cameras causam uma grande dificuldade da utilizacao
desses modelos em cendrios reais. Ou seja, se quisermos
rodar em duas fotos de uma cena qualquer, ndo iremos con-
seguir com facilidade.

1.4. Avaliacao

Nota-se que pelo trabalho avancgar no estado da arte em to-
dos os aspectos, esse artigo deve ser aceito (5).

2. Arqueolog@

O MVSplat utiliza diversas técnicas como fundamentos,
nota-se em especial que ele se baseia na técnica de Gaus-
sian Splatting [5], técnicas de obtencdo de mapas de pro-
fundidade, multi-view stero [11-13], transformers [6], cost
volumes [4], e U-Nets [8, 9].

Além desses fundamentos € necessario conhecimento
sobre a matemdtica entorno do método, listando algumas
temos:

—

. Dominio inverso da profundidade

2. Warp de features de CNN

3. Transformando mapas de profundidade em nuvem de
pontos

4. Utilizagdo da fungdo softmax no cost volume feature

matching entre as imagens para gerar a opacidade das

gaussianas.

5. Aplicagdo de redes convolucionais para gerar as matrizes
de covariancia e as cores das gaussianas.

6. Fungdes de perca, LPIPS e J.

2.1. Trabalhos anteriores e concorrentes

O MVSplat conseguiu superar o estado da arte da época,
pixelSplat, obtendo melhores resultados em todos os aspec-
tos. As grandes melhorias foram na melhor generalizagao
para K vistas, na melhora da qualidade da cena 3D, e a ndo
necessidade de pés processamento. Nota-se que suas ar-
quiteturas ndo sdo similares, o pixelSplat utiliza epipolar
transformer (ET) para gerar features entre as duas entradas,
apos isso ele aprende uma distribuicdo de probabilidade que
gera os posicionamentos das gaussianas. Enquanto que o
MVSplat utiliza mapas de profundidade para gerar os posi-
cionamentos das gaussianas. A utilizacdo de ET acaba
deixando o modelo com muito mais parametros para treino,
menor velocidade de inferéncia e uma pior generalizacido
para K vistas.

O trabalho se encontra na drea de modelos feed-foward
para geracdo de gaussian splattings. Outros modelos nessa
area sdo o LaRa [2], GS-LRM [15] e GPS-Gaussian [16].
Todos esses modelos necessitam tanto da pose quanto da
matriz intrinsica das cameras para gerar os modelos. Den-
tre esses, 0 GS-LRM é um modelo altamente escaldvel que
prediz nuvens de gaussianas utilizando entre duas e qua-
tro imagens. O modelo utiliza uma arquitetura transformers
com a utiliza¢do das poses e da matriz intrinsica das cimera
para gerar um encoding de raios de Pliicker.



2.2. Trabalhos derivados (que citam)

Alguns trabalhos citam o MVSplat em seus corpos, como o
HumanSplat [7] que gera modelos 3D de seres humanos,
o V3D [3] que utiliza modelos baseados em difusdo de
geracdo de videos para gerar malhas 3D ou gaussian splat-
tings, e o Flas3D [10] que reconstréi uma cena 3D com ape-
nas uma imagem. Além desses, o NoPoSplat [14] é o tinico
trabalho que nio necessita das poses das camera, visto que
isso é um input extremamente caro de se conseguir, o No-
PoSplat é um candidato para evoluir o estado da arte.

O método NoPoSplat também é baseado em transform-
ers, nesse caso ViTs, além disso, ele utiliza uma ca-
mada linear para construir um enconding baseado na matriz
intrinsica das cameras. Os ViTs sdo utilizados em cada uma
das imagens mas tem os seus pesos compartilhados entre si
e também possuem uma camada de atengdo cruzada. Apds
isso, para cada imagem ¢é gerada uma nuvem de gaussianas
que s@o concatenadas, o que gera um novo modelo 3D da
cena, onde novas vistas podem ser renderizadas.

Em comparagao com o MVSplat, o NoPoSplat consegue
atingir um novo estado da arte, tanto pelo fato de que nao
ha necessidade da pose da camera, tanto pelo fato de uma
melhor qualidade das imagens (PSNR, SSIM, LPIPS) e,
também é cerca de 2 vezes mais rapido do que o MVSplat.

Em geral, o MVSplat ndo cita completamente de onde
obteve as ideias do seu artigo, como: obtencdo do cost-
volume, feature matching warping, refinamento do cost-
volume dos mapas de profundidade, geragdo das opaci-
dades. Nota-se que no artigo gmflow [11], diversas das
técnicas estdo 14 explicadas (nfo tenho total certeza disso).
Uma importante referéncia de cost-volume estd faltando:
[4]. Em suma, o artigo esta envolto num periodo curto de
estado da arte em comparagdo com o pixelSplat e piora em
comparagdo com o NoPoSplat.

3. Codigo e experimentos

Nao tive tempo para realizar o relatério.

4. Projeto de doutorado

Problema: O MVSplat pode ser menos eficaz em su-
perficies ndo lambertianas e reflexivas.

Foi sugerido o projeto "MV Splat com Fung¢des de Som-
breamento para Superficies Reflexivas”. A ideia € treinar o
modelo com conjuntos de dados mais diversificados e com-

bina-lo com o artigo GaussianShader: 3D Gaussian Splat-
ting with Shading Functions for Reflective Surfaces. Gaus-
sianShader é um método inovador que aplica uma funcio
de sombreamento simplificada em Gaussianas 3D para ap-
rimorar a renderizacdo neural em cenas com superficies
reflexivas, preservando a eficiéncia no treinamento e na
renderizacdo.

Plano de pesquisa:

. Implementar o cédigo do GaussianShader ao MV Splat
. Treinar em vérios conjuntos de dados:
* NeRF Synthetic
* Conjuntos de dados de objetos reflexivos: Shiny
Blender e Glossy Synthetic
» Cenas reais em grande escala: Tanks and Temples
» Conjuntos de dados usados anteriormente
3. Comparar os resultados e, se necessario, ajustar os mod-
elos
4. Verificar se o MVSplat perde significativamente a
eficicia

N =

5. Conclusoes
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